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**Zusammenfassung**

Abstract

# Introduction

With the publication of Bidirectional Encoder Representations from Transformers (BERT) by the Google AI team (Devlin et al., 2018), a small revolution in the field of NLP was triggered. BERT is a huge neural network model based on the transformer architecture (Vaswani et al., 2017) and was pretrained on 3.3 billion words from BooksCorpus (Zhu et al., 2015) and English Wikipedia. It builds upon previous approaches on pretraining contextual representations, particularly Semi-supervised Sequence Learning (Dai & Le, 2015), GPT (Radford et al., 2018), ELMo (Peters et al., 2018), and ULMFit (Howard & Ruder, 2018) and thus also follows the new trend in NLP: transfer learning. Transfer learning is the technique of transferring knowledge gained from performing one task to another, similar one, and is therefore beneficial compared to the resource intensive process of training neural networks (sometimes with several hundred million parameters) from scratch. However, what really sets BERT apart from other approaches is that it is “the first deeply bidirectional, unsupervised language representation, pre-trained using only a plain text corpus”, as stated in Google AI’s blog (Devlin & Chang, 2018). This bidirectionality, combined with the self-attention mechanism, provides a better grasp of word meanings and context, which is reflected in achieving state-of-the-art performance on eleven NLP tasks, as reported by Devlin et al. (2018). Through open sourcing of BERT, numerous researchers were able to utilize the model for their own tasks and domains, including the cooking domain (Stojanov et al., 2021).

However, BERT’s performance on domain-specific tasks is limited due to its lack of domain-specific knowledge (Gururangan et al., 2020), as pre-training was only performed on data from the general text domain. Several approaches emerged to tackle this issue, generally aiming to reduce this data shift by presenting domain-specific data of the desired domain to the model. Meanwhile, a diversity of BERT models geared towards different languages and domains is available, including CamemBERT, BioBERT, SciBERT, FinBERT or HateBERT, just to name a few. But there is only little research done regarding the adaptation of BERT for the cooking domain, and no sophisticated model that is applicable for a variety of downstream tasks in this domain is provided yet.

Ziel dieser Arbeit ist das

* [Relevanz des Themas und Motivation](https://www.scribbr.de/aufbau-und-gliederung/einleitung-beispiel/#relevanz)
* [Problembeschreibung](https://www.scribbr.de/aufbau-und-gliederung/einleitung-beispiel/#problembeschreibung)
* [Zielsetzung](https://www.scribbr.de/aufbau-und-gliederung/einleitung-beispiel/#zielsetzung)
* [Methode](https://www.scribbr.de/aufbau-und-gliederung/einleitung-beispiel/#methode)
* [Aufbau der Bachelorarbeit](https://www.scribbr.de/aufbau-und-gliederung/einleitung-beispiel/#aufbau)
* Veröffentlichung des offizielen BERT Papers (Devlin et al., 2018) vom Google AI team hat eine kleine Revolution im NLP-Bereich ausgelöst (in late 2018).
* BERT is an extremely large neural network model based on the transformer architecture (Vaswani et al., 2017), pre-trained on 3.3 Billion words (BooksCorpus 800M, Wikipedia 2.5B). / BERT is a transformer-based machine learning technique
* BERT baut auf recent work im Bereich “pre-training contextual represantations” auf – darunter Semi-supervised Sequence Learning (Dai & Le, 2015), Generative Pre-Training (Radford et al., 2018), ELMo (Peters et al., 2018), and ULMFit (Howard & Ruder, 2018). a
* Wie auch vorherige Ansätze has BERT been influenced by the new movement in NLP that is transfer learning: kurz und knapp zusammenfassen, was das ist
* The main difference: However, unlike these previous models, BERT is the first deeply bidirectional, unsupervised language representation, pretrained using only a plain text corpus (Wikipedia and BookCorpus).
* Diese bidirektionale Eigenschaft, kombiniert mit dem Self-Attention Mechanismus ermöglicht es BERT, Wortbedeutungen und Kontext besser erfassen zu können. Das wird untermauert von den 11 downstream Tasks, in denen BERT SOTA Performance erzielt.
* Dadurch dass BERT open-sourced wurde, konnten zahlreiche Wissenschaftler weitere Benchlines Pushen und BERT für unterschiedlichste Aufgaben und Domänen, darunter Biomedical, Scientific, … oder auch Kochdomäne (A fine-tuned bidirectional encoder representations from …) anwenden mit zuversichtlichen Resultaten.
* Allerdings kann es bei domänenspezifischen Aufgaben zu Performanceeinbußen kommen, da BERT nur auf plain text data of the general text domain trainiert wurde, und somit domänenspezifisches Wissen fehlt.
* Viele Arbeiten existieren, die dieses Problem für die unterschiedlichsten Domänen in Angriff nehmen, there is however not yet a sophisticated model/ only little research done for adapting BERT to the domain of cooking.
* Ziel dieser Arbeit ist das Füllen dieser Wissenslücke von BERT via DAPT (eine gängige Methode, um BERT näher an die target domain anzunähern), indem durch das Hinzufügen von domänenspez. Wissen BERT an die Kochdomäne angenähert werden soll.

ODER:

Inspired by these latest developments (and remaining research gaps/ limitations), the goal of this bachelor thesis consists in building a sophisticated BERT model (mit mehr Daten als vorherige Ansätze) that is applicable on a variety of tasks in the cooking domain.

* Anhand einer variety of tasks (NER, MCC, QA) soll das Modell dann ausgewertet (und mit bestehenden Ansätzen verglichen) werden, um für ein möglichst breites Spektrum an NLP Aufgaben im Kochbereich anwendbar zu sein (da aktuell die verfügbaren Methoden eher eingegrenzt sind.)
* Die grundlegende Forschungsfrage, die sich daraus ergiebt, lautet:

“What are the effects of cooking domain adaption of a pre-trained BERT model on the performance of downstream tasks in this domain?”

Bzw.

“How does cooking domain adaption of a pre-trained BERT model affect the performance of downstream tasks in this domain?”

* In Kapitel 2 … 🡪 Aufbau/ Inhalte der BA erläutern

# Related Work

* + Evt. Erst background (BERT Architektur und Co.), und dann hier anfangen mit BERT domain adaption und Co.

This section presents previous in the area of adapting BERT to a specific domain, as well as different how BERT is currently applied in the cooking domain.

* Weiteren Unterpunkt “The need for domain adaption” einfügen

## Adapting BERT to specific domains

* Das Anpassen von BERT an eine bestimmte Domäne ist gut untersucht und es existieren unterschiedliche Ansätze.
* Die am häufigsten vertretenen Ansätze:
  + Pretrain from scratch
  + DAPT
  + TAPT

## BERT for the cooking domain

* FoodBERT und anderes cookingBERT paper + NER Paper zu FoodBase
* Datensätze enthalten häufig nur wenige Daten
* Beispiele, wann BERT im NLP angewandt wird/ werden kann:
* Foodie Fooderson
* <https://cseweb.ucsd.edu/~jmcauley/pdfs/emnlp19c.pdf>
* Conversational agents for the kitchen

Given the lack of exploration of neural embedding models for ingredient substitution and the challenges concerning evaluation, we propose several learningbased approaches for substitute generation and conduct both a ground truth based and a human evaluation.

# BERT

## Attention

## Transformers

Afdsfsadf

## Pretraining

## Finetuning

Dasklfjasd

# Methodology

Fasdfklsdaf

## Dataset

oadsjf

## DAPT/ vocabulary insertion

DAPT:

* If your task has a large domain-specific corpus available (e.g., "movie reviews" or "scientific papers"), it will likely be beneficial to run additional steps of pre-training on your corpus, starting from the BERT checkpoint. (https://github.com/google-research/bert#pre-training-tips-and-caveats)
* The learning rate we used in the paper was 1e-4. However, if you are doing additional steps of pre-training starting from an existing BERT checkpoint, you should use a smaller learning rate (e.g., 2e-5).

## Tools and environment

adsf

## Implementation details

asdf

## Evaluation tasks

### Multi-class classification

### Named-entity recognition

### Question Answering
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Anhang A: Bausteine wissenschaftlicher Arbeiten

## A1 Theoretische Arbeit

1. Fragestellung (Ziele, Motivation)
2. Überblick über Stand der Forschung und Technik (dabei Bewertung der Ansätze, Beispiele, Identifikation von Defiziten)
3. Synthese: Erstellung einer Gesamtschau (allgemeine Prinzipien, Beschreibung einer eigenen Sicht auf das Problem, Formulierung von Empfehlungen )
4. Zusammenfassung (Was wurde in der Arbeit erreicht, Erklärung des Nutzens für andere)
5. Ausblick (optional)

## A2 Konstruktive Arbeit

1. Problemstellung (Ziele, Ausgangspunkt, Vorgesehener Benutzerkreis, Bedürfnisse der Benutzer)
2. Stand der Forschung und Technik (Bisherige Lösungen, Defizite)
3. Eigenes Konzept (Lösungsansatz, allgemeines Prinzip, Werkzeuge z.B. Programmiersprachen )
4. Vorgehensweise (Beschreibung der durchgeführten Arbeitsschritte)
5. Ergebnis (Vorstellung des System z.B. Screenshots mit Erläuterungen)
6. Evaluation des System (optional, was soll evaluiert werden, welche Methode, Ablauf, Ergebnisse)
7. Zusammenfassung (Was wurde in der Arbeit erreicht; Erklärung des Nutzens für andere)
8. Ausblick (optional)

## A3 Empirische Arbeit

1. Fragestellung der Arbeit (Was soll untersucht werden, warum)
2. Stand der Forschung und Technik (Bewertung der Untersuchungs-Ansätze und Ergebnisse, Identifikation von Defiziten)
3. Präzisierung der Fragestellung (Hypothesen)
4. Untersuchungsmethodik
5. Untersuchungsablauf (Untersuchungsmaterial, Raum, Probandenrekrutierung etc.)
6. Ergebnisse (Darstellung der Ergebnisse in sinnvoller Reihenfolge, Gesamtüberblick, Einzelergebnisse z. B. geordnet nach Testcases)
7. Zusammenfassung (Was wurde erreicht, Rückbezug zu Zielen, Hypothesen, Nutzen, Erkenntnisse für weitere Untersuchungen)
8. Ausblick (optional)
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